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Research Interests

My research interests are in ensuring correctness of machine learning systems. In particular, I am interested in analysis,

testing, and verification of neural networks, especially in the context of systems with a high cost of failure, such as safety-

critical systems.

Education

Ph.D., Computer Science • Dec 2022 • University of Virginia 

Advised by: Matt Dwyer and Sebastian Elbaum

M.S., Computer Science • May 2018 • University of Nebraska-Lincoln 

Advised by: Sebastian Elbaum

B.S., Computer Engineering • May 2016 • University of Nebraska-Lincoln

Positions Held

Research Assistant • Department of Computer Science, University of Virginia 

August 2018 — Present

Research Intern • Langley Research Center, NASA 

June 2021 — August 2021

Research Assistant • Department of Computer Science and Engineering, University of Nebraska-Lincoln 

March 2014 — July 2018

Tools and Artifacts

dnnf : Implements a reduction to enable the application of falsification tools, such as adversarial attacks, to a more

general set of behavioral properties of neural networks. https://github.com/dlshriver/dnnf

dnnv-benchmarks : A large collection of DNN verification benchmarks, specified in DNNP and ONNX for use with

DNNV, DNNF and their supported verifiers and falsifiers. https://github.com/dlshriver/dnnv-benchmarks

dnnv : Introduces a standard network and property specification formats and implements network simplifications and

property reductions, facilitating verifier execution, comparison, and artifact re-use. https://github.com/dlshriver/dnnv
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Awards and Honors

• John A. Stankovic Outstanding Graduate Research Award, May 2022

• University of Nebraska-Lincoln, Highest Distinction, May 2016

• University of Nebraska-Lincoln, Computer Engineering Outstanding Undergraduate Senior, May 2016

Service

• ASE 2022: Committee Member in Program Committee within Artifact Evaluation-track

• ISSTA 2021: Committee Member in Artifact Evaluation Committee within the Artifact Evaluation-track

• ISSTA 2021 Co-reviewer

• ICSE 2020: Co-reviewer


